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ABSTRACT

GOAL: WE WANT TO (MATHEMATICALLY) UNIFY ML MODELS IN ORDER TO 
SHOW SIMILARITIES AND DIFFERENCES BETWEEN THEM, AND POTENTIALLY 
CHARACTERISE THESE FEATURES USING SYMMETRY ARGUMENTS

EXAMPLE: 
CONVOLUTIONAL LAYERS = LINEARITY + TRANSLATIONAL SYMMETRY

OUTLINE:

BACKGROUND OUR FRAMEWORK CONCLUSIONS
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EQUIVARIANT ARCHITECTURES
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OUR PROPOSAL
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EQUIVARIANCE CONDITION

EQUIVARIANT IF

CONCLUSION 1: A TRANSFORMER-LIKE DEPENDENCE ARISES NATURALLY FROM EQUIVARIANCE, 
WITH RELATIVE POSITIONAL ENCODING ON THE TRANSFORMER SIDE DIRECTLY 
CORRESPONDING TO THE KERNEL OF CONVOLUTIONAL NETWORKS.



RELATION TO OTHER ARCHITECTURES

LIETRANSFORMER G-CNN ARBITRARY EQUIVARIANT OPERATOR

CONCLUSION 2: THE PROPOSED FRAMEWORK IS FLEXIBLE, GENERALISES NOT ONLY WELL-
KNOWN PRE-EXISTING EQUIVARIANT ARCHITECTURES BUT CAN IN FACT DESCRIBE ANY 
EQUIVARIANT LAYER/OPERATOR.



MATHEMATICAL STRUCTURES

 - FORM A SPACE OF SECTIONS OF SOME EQUIVARIANT BUNDLE

 - IS AN INDUCED REPRESENTATION OF SOME SUBRGOUP H OF G

 - IS ASSOCIATED TO AN EQUIVALENCE CLASS OF MAPS WHICH ALL 
RESULT IN THE SAME OPERATOR

CONCLUSION 3: WE HAVE SEVERAL WAYS OF CHARACTERISING THE SPACE OF OPERATORS. 
ANALYSIS THESE SPACES FURTHER MIGHT GIVE US INSIGHTS IN HOW LARGE THIS SPACE IS, ITS 
TOPOLOGY ETC. 



SUMMARY
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